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The Intel Science and Technology Center (ISTC) for Cloud 
Computing is a five year, $15M research partnership 
between Carnegie Mellon, Georgia Tech, Princeton, UC 
Berkeley, U. Washington, and Intel to research 
underlying infrastructure enabling the future of cloud 
computing.  Now in its third year, the center has made 
significant advances in the areas of specialization, 
automation, big data, and to-the-edge, with 150+ papers, 
popular open source code releases, and initial tech 
transfer into Intel.  This talk will overview the centerôs 
research agenda, highlight some of the key results, and 
preview where things are headed next.  The last part of 
the talk will provide a deeper dive into the centerôs 
research on machine learning over big data (ñBig 
Learningò). 
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ISTC for Cloud Computing 

Underlying Infrastructure  
enabling the future  
of cloud computing  

www.istc-cc.cmu.edu 

$11.5M over 5 years + 4 Intel researchers.   Launched Sept 2011 

25 faculty 
87 students 



ISTC for Cloud Computing: Faculty 

ÅCarnegie Mellon University  
ſGreg Ganger (PI), Dave Andersen, Guy Blelloch, Garth 

Gibson, Mor Harchol -Balter, Todd Mowry, Onur Mutlu, 
Priya Narasimhan, M. Satyanarayanan, Dan Siewiorek, 
Alex Smola, Eric Xing 

ÅGeorgia Tech 
ſGreg Eisenhower, Ada Gavrilovska, Ling Liu, Calton Pu,  

Karsten Schwan, Matthew Wolf, Sudha Yalamanchili 

ÅPrinceton University  
ſMike Freedman, Margaret Martonosi  

ÅUniversity of California at Berkeley  
ſAnthony Joseph, Randy Katz, Ion Stoica 

ÅUniversity of Washington  
ſCarlos Guestrin 

ÅIntel Labs 
ſPhil Gibbons (PI), Michael Kaminsky, Mike Kozuch, 

Babu Pillai 



ÅHighlights from 4 Research Pillars  

ſSpecialization 

ſAutomation  

ſBig Data 

ſTo the Edge 

 

ÅDeeper dive on  
Big Learning 

Outline  



Cloud Computing & Homogeneity 

ÅTraditional data center goal: Homogeneity  

+ Reduce administration costs: maintenance, 
diagnosis, repair 

+ Ease of load balancing 

Ideal: single Server Architecture tailored to the workload  
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 Specialization Big Data To the Edge Automation  



Homogeneity: Challenges 

ÅNo single workload: Mix of customer workloads  

ſComputation -heavy apps (powerful CPUs, little I/O BW)  

ſRandom I/O apps (I/O latency bound)  

ſStreaming apps (I/O BW bound, little memory)  

ſMemory-bound apps 

ſApps exploiting hardware assists such as GPUs 

 

ÅCommon denominator Server Architecture falls short  

ſE.g., Two orders of magnitude loss in energy efficiency 



Targeting the Sweet Spot in Energy Efficiency  

Theme Research Project Process  9 

Efficiency vs. Speed 

(Includes 0.1W power overhead) 

* Numbers from spec sheets 

Fixed costs 
dominate 

Fastest processors 
many not be most 

efficient 

FAWN targets sweet 
 spot in efficiency: 

Slower CPU + Flash storage 

[FAWN: A Fast Array of Wimpy Nodes, Andersen et al, SOSPô09] 



Specialization Pillar  
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ÅSpecialization is fundamental to efficiency 

ſNo single platform best for all application types  

ſCalled division of labor in sociology 
 

ÅCloud computing must embrace specialization 

ſAs well as consequent heterogeneity and change-
over-time 

ſStark contrast to common cloud thinking  
 

ÅNew approaches needed to enableé 

ſEffective mixes of targeted and general platform 
types, heterogeneous multi-cores, hybrid 
memories 
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Specialization Projects  

ÅS1: Specialized Platforms of Wimpy Nodes  
ſexploring + extending range of apps that run (most) 

efficiently on such platforms by overcoming OS limits, 
memory limits, and scalability issues 
 

ÅS2: Specialized Platforms of  
       Heterogeneous Multi -Cores  
ſexploring best ways to devise and use heterogeneity on 

multi -core nodes, considering core types, accelerators, 
DRAM/NVM memory, frequency scaling, and sleep states, 
with a focus on cloudôs virtualized, multi-tenancy workloads 
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ÅSelected Research Highlights  

ſSILT: A Memory -Efficient, High -Performance Key -Value 
Store , Andersen, Kaminsky, SOSPô11 

¶key-value store design with very memory-efficient, scalable indices, 
combined with model -driven tuning to match workload  
 

ſStaged Memory Scheduling: Achieving High Performance 
and Scalability in Heterogeneous Systems , Multu, ISCAô12 

¶new memory controller design that enhances performance, reduces 
interference, and increases fairness for apps running on distinct 
heterogeneous cores (e.g., GPUs and CPUs) 
 

ſThe Forgotten ' Uncore ': On the Energy -Efficiency of 
Heterogeneous Cores , Schwan, Usenix ATCô12 

¶investigates the opportunities and limitations in using heterogeneous 
multicore  processors to gain energy-efficiency, highlighting the 
importance of the ñuncoreò subsystem shares by all cores to such goals 

 

Specialization Highlights  
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Block #1  

[Andersen, 
Freedman, 
Kaminsky]  

ñMove the 
Holeò 
Cuckoo 

Building Block 
#2  

Fast, Memory Efficient (Cuckoo) Hashing 



Cuckoo-TSX 

Cuckoo-Spinlock 
TBB hash_map 

Cuckoo-opt-global 

4 core 

Haswell 

Desktop 



Exploiting Heterogeneity (1) 

 

Â Execute critical/serial sections on high-power, high-performance 
cores/resources [Suleman+ ASPLOSô09, ISCAô10, Top Picksô10ô11, Joao+ ASPLOSô12] 

Â Programmer can write less optimized, but more likely correct programs  



Exploiting Heterogeneity (2) 

 

Â Partition memory controller and on -chip network bandwidth 
asymmetrically among threads [Kim+ HPCA 2010, MICRO 2010, Top 

Picks 2011] [Nychis+ HotNets  2010] [Das+ MICRO 2009, ISCA 2010, Top Picks 
2011] 

Â Higher performance and energy-efficiency than symmetric/free -for-all 



Exploiting Heterogeneity (3) 

 

Â Have multiple different memory scheduling policies; apply them 
to different sets of threads based on thread behavior [Kim+ MICRO 

2010, Top Picks 2011] [Ausavarungnirun , ISCA 2012] 

Â Higher performance and fairness than a homogeneous policy 



Hybrid Memory Systems 

 

 

 

 

 

 

 

 

 

 
Meza+, ñEnabling Efficient and Scalable Hybrid Memories,ò IEEE Comp. Arch. Letters, 2012. 

Yoon, Meza et al., ñRow Buffer Locality Aware Caching Policies for Hybrid Memories,ò ICCD 
2012 Best Paper Award. 

 

 

CPU 
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Fast, durable  
Small,  

leaky, volatile,  
high-cost 

Large, non-volatile, low-cost 
Slow, wears out, high active energy 

PCM 
Ctrl DRAM Phase Change Memory (or Tech. X) 

Hardware/software manage data allocation and movement  
to achieve the best of multiple technologies 



Automation Pillar  

ÅAutomation is crucial to cloud reaching potential  
ſWe suspect that no one here needs to be convinced of thisé 

 

ÅManagement is very hard, but cloud makes it worse 
ſMuch larger scale 

ſMuch more varied mix of applications/activities  

ſMuch less pre-knowledge of applications 

ſAnd, weôre adding in platform specialization J 
 

ÅLeaps forward needed on many frontsé 
ſDiagnosis, scheduling, instrumentation, isolation, tuning, é 

 Specialization Big Data To the Edge Automation  



Automation Projects  

ÅA1: Resource Scheduling for     
       Heterogeneous Cloud Infrastructures  
ſmaximizing the effectiveness of a cloud composed of 

diverse specialized platforms servicing diverse app types 
ſenabling software framework specialization via 

hierarchical scheduling 
 

ÅA2: Problem Diagnosis and Mitigation  
ſnew tools and techniques for rapid, robust diagnosis of 

failures and performance problems 
ſautomated mitigation based on ñquick and dirtyò online 

diagnoses 
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ÅSelected Research Highlights  

ſEnergy Efficiency for Large -Scale MapReduce Workloads 
with Significant Interactive Analysis , Katz, EuroSysô12 

¶Energy efficient MapReduce workload manager motivated by empirical 
analysis of real-life MapReduce Interactive Analysis traces 
 

ſAre Sleep States Effective in Data Centers? , Harchol -Balter, 
Kozuch, IGCCô12 

¶Quantifies the benefits of sleep states across three dimensions: (i) the 
variability in the workload trace, (ii) the type of dynamic power 
management policy employed, and (iii) the size of the data center 
 

ſReliable State Monitoring in Cloud Datacenters , Liu, 
CLOUDô12 

¶Quantitatively estimates the accuracy of monitoring results to capture 
uncertainties introduced by messaging dynamics, and adapts to non-
transient messaging issues by reconfiguring monitoring algorithms  

 

Automation Highlights  



ÅSelected Research Highlights  

ſHierarchical Scheduling for Diverse Datacenter 
Workloads , Stoica, SOCCô13 

¶Dominant Resource Fairness (NSDIô11) extended to hierarchical setting 
 

ſSparrow: Distributed, Low Latency Scheduling, Stoica, 
SOSPô13 

¶Decentralized scheduler for jobs with low-latency (100 ms) parallel 
tasks 

 

ſA Hidden Cost of Virtualization when Scaling Multicore 
Applications, G., Kozuch, HotCloudô13 

¶Idleness consolidation to reduce a surprising VMM cost 

 

ſGuardrail: A High Fidelity Approach to Protecting 
Hardware Devices from Buggy Drivers , G., Kozuch, Mowry, 
ASPLOSô14 

 

Automation Highlights  



Scheduling for Heterogeneous Clouds 

ÅMany execution frameworks + Mix of platform types  

ÅGoal: Cluster Scheduler that gets frameworks to ñplay 
niceò & matches work to suitable platform 
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Cluster Resource Scheduling Substrate 



ÅMesos: A platform for fine -grained resource 
sharing in the data center , Joseph, Katz, Stoica, 
NSDIô11 

 

 

 
ÅTetrisched: Space -Time Scheduling for 

Heterogeneous Datacenters , Ganger, Kozuch, 
Harchol -Balter 

ſExtends Mesosô resource offer to utility function; tetris -
inspired scheduler 

 

 

Scheduling for Heterogeneous Clouds 



list of problems  
ranked by severity 
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Anomaly Detection in Hadoop Clusters 
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Visualization 

visualizations to 
support root -cause 
inference  

white-box 
instrumentation  

black-box 
instrumentation  

Questions  
�‡ How to detect performance problems in the absence of labeled data?  
�‡ How to distinguish legitimate application behavior vs. problems?  

End-to-end 
flows 

Labeled  
End-to-end flows 

Normalized black-
box metrics 

Anomalous nodes 


